
Project B3
Data Mining on Sensor Data of Automated Processes
Project Management: Prof. Dr. Katharina Morik, Prof. Dr.-Ing. Jochen Deuse,
Prof. Dr.-Ing. Petra Wiederkehr

P
ro

bl
em

P
la

nn
ed

R
es

ea
rc

h

Artificial Intelligence
Group

Chair 14 for Software Engineering

Challenges

Constantly changing
process conditions

Increasing complexity in
industrial processes

High product variety

Short reaction times for
process adaptions

Complex, hard-to-measure
process characteristics

Prescriptive

Decision

Action

Human
input

What happened?

Why did it happen?

What will happen?

What is recommended to do?

Diagnostic

Descriptive

Predictive

Real-time processing Combination of ML methods
and process simulations

Prediction-based
quality inspection

Aggregation and
feature extraction

Distributed 
data analysis

Phase 2

Vertically distributed core
vector machine (VDCVM)

Learning from label
proportions (LLP)

Process control
strategies

Phase 3

Prognosis of
failure types

Active learning
for simulation

Phase 1

Real-time recommender
systems for process optimisation

Elimination of
redundant inspection

features

Confident-based
sample testing Slack prevention

Prediction based on inspection
parameters

Process 1 Process nProcess k... ...

Process-immanent quality inspection

Prediction based on process parameters

Dimensional
reduction

Prediction with
imbalanced datasets

High sensitivity at the
expense of accuracy
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...Test point 1

Feature 1.1
Feature 1.2
...
Feature 1.m

Test point n

Feature n.1
Feature n.2
...
Feature n.p

Real-time aggregation and feature extraction Online management of many modelsReal-time learning and model adaption

Real-time processing
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Time

Time window:
W1 W6...

Event Irregular sensor behaviour

Adaptive windowing of streaming data
Online aggregation and feature extraction
Preparation and indexation of sets of features
Automatic real-time selection of data representation

Process

Learning
model

Change
detection

Data

Filtering, analysis and learning from data in real-time
Online detection of concept drifts
Distinction between drift and noise
Managing interactive data sets and models

Memory
management

Online
control

Drift

Noise

Various products
Different process
characteristics
Customer
requirements
Processes of
varying complexity

Changing
combination rules
Continuous
update of learners
Structural update
of learners

Model 1 Model 2 Model n...

Dynamic
combination
of models

Temperature Wear Workpiece vibrationsCompliance

Concept design

Preliminary results

How can process simulations and machine learning be reasonably combined?
How can process configurations be identified to refine pre-trained models?
How should processes be adapted online based on model predictions?

Process 1 ...Process 2 Process n-1 Process n...

Query-by-committee paradigm

AL set Random set Full set
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Online 
control

Integration

Process simulation ProcessML model

Model evaluation
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Tool vibrations

Challenges

Combination of ML and process simulations for
real-time optimisations of milling processes

Process k

[Saadallah, Finkeldey, Morik, Wiederkehr, Procedia CIRP 2018]

Utilisation of quality predictions for quality
inspection gates in process chains

Elimination of
redundant inspection

features

Confident-based
sample testing Slack prevention

Prediction based on inspection
parameters

Process 1 Process nProcess k... ...

Process-immanent quality inspection

Prediction based on process parameters

Dimensional
reduction

Prediction with
imbalanced datasets

High sensitivity at the
expense of accuracy
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Main research topics

Quality prediction for bottleneck
relief in EOL-testing

Prediction-based quality gate
design for process chains

How can the final quality inspection as a
bottleneck be relieved by means of
suitable strategies?
How can the ratio of test duration to slack
be optimised?

How can relevant product and process
parameters for quality prediction be
identified and measured?
Where should quality gates be positioned
within the process chains?

Preliminary work

Training
Release

Test

Inspection
data

Quality
prediction

Quality
inspection

Business
case

Injector production

Goal: Prediction of t
based on parameter
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[Deuse, Schmitt, Stolpe, Wiegand, Morik, WGAB 2017]
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